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The oceans represent more than seventy percent of the Earth’s surface, and marine ecosystems are central to many global challenges. However, monitoring the environment through state-of-the-art devices that require the use of GPUs presents unique challenges for the development of computer vision, artificial intelligence, and cloud computing technologies that allow marine scientists to collect and process data in greater volumes than ever before and offer solutions that can improve the efficiency of real-time data acquisition and analysis to address complex biological and ecological issues.

**Background**

- Monitoring the environment and ensuring the sustainable use of marine resources presents unique challenges which span socio-economic balances, technology development, and dynamic ecological processes that span spatial and temporal scales.

- We aim to develop indices of fish abundance and map distributions to important habitats in the bay in real time and leverage the capabilities of the AVs to improve survey efficiency to better understand the Biscayne Bay ecosystem.

**Problem Statement**

- What is the best strategy for collecting and analyzing data from the autonomous vehicles and can we leverage cloud computing resources to improve access to data products in real-time?

- How does the resolution of video data and quality of network connection influence which strategy is best?

- In this work we compare configurations in which the vehicle is equipped with an intelligent edge device versus configurations that perform similar computations in the cloud.

**Metrics**

- **Response time**: how long from the time of video frame capture until the result can be received from the AI model. This has two components:
  - **Runtime**: Time it takes for the model to run in a frame.
  - **Transfer time**: Time it takes for video to be uploaded and returned from IoT to Chameleon Cloud.

- **Size of the Model**: Space required to store the model.

**Approach**

- **Compared performance using simulated workloads on real edge devices configured using Chameleon’s CHI@Edge platform**.

**Results**

- The Jetson Nano does not have a transfer time since there is no need to transmit data. Though both the RTX 6000 and the edge device are located in Chicago, CHI@Edge adds latency due to network proxies to the device.

- The Jetson Nano is almost 19 times cheaper per FPS than Edge/Cloud (V100). The cheaper RTX 6000 outperforms the more expensive V100 with this perspective.

**Conclusion**

- **When you factor in the transfer time, the edge has a higher performance.**

- The Jetson Nano also has a better price-performance ratio.

- The network condition has to significantly improve for the edge cloud to outperform the Jetson Nano.

- In terms of Response time and Value-Performance, we see that the RTX 6000 has a much better cost-benefit ratio than the V100.

- This experiment is reproducible through a Jupyter Notebook using the Python language in the Chameleon Cloud.

---

**Table: GPU Performance**

<table>
<thead>
<tr>
<th>GPU</th>
<th>Location</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTX 6000</td>
<td>CHI@Edge</td>
<td>$4,000.00</td>
</tr>
<tr>
<td>Jetson Nano</td>
<td>CHI@Edge</td>
<td>$398.00</td>
</tr>
<tr>
<td>K80</td>
<td>CHI@TACC</td>
<td>$7,179.00</td>
</tr>
<tr>
<td>V100</td>
<td>CHI@TACC</td>
<td>$2,429.00</td>
</tr>
<tr>
<td>P100</td>
<td>CHI@TACC</td>
<td>$4,000.00</td>
</tr>
</tbody>
</table>

Besides measuring response time, we also measured the value-performance ratio by multiplying the GPU cost by the FPS (frames per second), which is the reciprocal of response time. The price of each GPU in dollars used to calculate the (price / performance) was collected in August 2021.