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Abstract

Virtualized computers can deliver higher resource efficiency than traditional dedicated servers via
resource sharing by leveraging applications’ different resource usage patterns. This efficiency comes
with a cost — increased resource volatility. The volatility increases when the cloud applications grow in
size or the number of application increases. This position paper critically examines the traditional
programming paradigms under the lens of extreme scale cloud computing. We report that the use of
virtual circuit (VC) in programming paradigms is the cause of application scalability difficulties.
Consequently, the reproducibility of computational results cannot be guaranteed for extreme scale
cloud applications. In other words, although VC-based programming paradigms are widely practiced
today, they are fundamentally unfit for extreme scale computing due to its inherent scalability limits.
This position paper argues for a next generation data-parallel implicit parallel programming paradigm
from theoretical and practical aspects. Preliminary computational results are included in support of the
proposed paradigm.

1. Introduction

Under the lens of extreme scale computing, the virtual circuit (VC) concept is the first exposed flaw in
programming paradigms. This is not a new discovery. Since 1994, Peter Deutsch and others called it
“distributed programming fallacies” [28]. Although the harmful effects of the overly optimistic
programming practice have been reiterated numerous times, paradigm designers are tempted by the
coding ease and small probability of transient failures. However, all designers knew that there was a
debt to be paid by the over assumptions somehow in the future. In 2012, the over assumptions were
first linked to the program scalability limitations [20].

Due to the programming ease and the small probability of transient failures in small applications, the VC
concept has managed to permeate all main stream programming paradigms, such as message passing
interface (MPI), share memory (OpenMP), remote procedure call (RPC) and remote method invocation
(RMI). Under the lens of extreme scale cloud computing, however, one finds that every VC can fail on
any transient software and hardware failure even after the data packets are transmitted correctly. A
close look into the communication protocols reveal that the single-thread buffer management layer is
unprotected after the packets are received. The lack of retransmission discipline in the application
programming paradigms ensures that every transient software/hardware failure on either the sending
or receiving host will hang the entire application. The probability of application failure increases
exponentially as we upscale the processing infrastructure. The cloud resource volatility worsens the
situation.

This discovery explains the mysterious application crashes without obvious reasons. It also inspired the
promotion of a data parallel statistic multiplexed computing concept (SMC) [2,6,7,8,11 and 20]. Since VC
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is widely used in all applications, including storage systems and data intensive parallel applications, the
SMC concept has a broad impact on all applications.

2. Statistic Multiplexed Computing (SMC)

The application-level retransmission discipline has two basic requirements: a) every retransmission must
traverse a different path than the last, and b) redundant transmission must be eliminated when
necessary. These requirements constitute the essence of statistic multiplexing as found in the packet
switching networks. To this date, only implicit data parallel programming paradigm was found to meet
these requirements Unlike explicit parallel programs, an implicit parallel programming (and processing)
paradigm allows the runtime layer to exploit resources incrementally by statistic multiplexing user data
(tuples) — a missing discipline in existing application programming paradigms. The implicit data parallel
AP| decouples the applications from the processing components. It gives the runtime layer a fighting
chance to deliver dynamically optimized performance and reliability at the same time. Consequently,
not only application reproducibility could be improved, energy efficiency could also be improved and
performance scalability limit may be lifted altogether.

As technology developments will inevitably change the future processing, communication and storage
methods [3], the explicit parallel paradigms have become counter-productive to scientific research and
big data processing applications, especially in light of extreme scale cloud computing and reproducibility
of large scale computer applications [1].

3. Proposed Extreme Scale Cloud Computing Research

Comparative performance and reliability studies between the proposed implicit parallel paradigm
against explicit paradigms are proposed for large scale cloud environments. The proposed studies
promise to deliver a better definition of “scalability” for all applications since only SMC applications can
deliver incrementally better performance and reliability at the same time. The declared architecture
inflection point [2] seems only applicable to VC-based systems.

It is also interesting to note that only SMC applications can meet the true definition of “mission critical”
application since every processing component is exploited for the betterment in performance and
reliability of the application.
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