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Delivering reliable services in cloud data centers is of paramount importance, as errors are no
longer a rare occurrence at scale. With thousands of CPU cores running even more virtual machines,
any large-scale virtualization infrastructure needs a robust mechanism for achieving high reliability,
which monitors the health of computer systems in runtime, detects hardware and software errors
quickly, recovers from erroneous states, and preferably doing so in an automated manner.

Towards achieving this goal, this position paper proposes a new experiment of collecting and
analyzing hardware and software errors within the Chameleon and CloudLab projects (NSFCloud).
We propose to collect a comprehensive set of logs on NSFCloud over an extended period of time
(e.g., one year), perform in-depth analysis of the errors, and share the analysis and traces with the
CISE community. Currently public traces were collected with a different focus [1, 3, 4, 5].

In this project, we are interested in understanding reliability implications of hardware and soft-
ware errors on the large number of computer nodes when running various types of workloads. To
do this, we will leverage existing measurement capabilities that are already built in the hardware
and software. For example, modern CPUs have a number of hardware performance counters to
report performance events related to the processor and memory controller. Furthermore, the soft-
ware stack including the virtualization layer (e.g., Xen and KVM), operating system (e.g., Linux),
and applications also provide various levels of event logging capability. On the system level, the
industry standards, e.g., IPMI (Intelligent Platform Management Interface)[2], support sensing and
monitoring on a wide range of system states, e.g., temperatures, fans, and voltages.

A wide range of hardware errors, both permanent (hard) and transient (soft) errors will be
investigated, including CPU, memory and I/O errors. Similarly, we are interested in tracking
software errors that happen in high-level applications, operating systems, and hypervisors. The
errors include application crashes, kernel panic, system hangs, crashes, etc. Many of these software
events can be captured by using the tools in cloud management system, hypervisor, and operating
system. One important aspect of this study is to correlate hardware measurement with high-level
software activities, e.g., VM creation and migration.

In all, we plan to not only gather high-level statistics (e.g., how many errors per hour and per
day, and error types), but also obtain the context of an error (e.g., when and where it happens).
Once the traces are collected, we will apply data cleaning to remove possible inconsistency, and the
obfuscation techniques to remove potentially sensitive information. All the traces will be stored
and later released online for public dissemination.

We believe that this long-term, comprehensive trace data will fill a critical need of the commu-
nity. Built upon our early work [7, 6], we will also leverage the data from this study in several of
our on-going efforts in characterizing the resource usage of a virtualized data center, understanding
the impacts of hardware and software failures, analyzing the behaviors of users, applications, and
operating systems, as well as developing new techniques to achieve high reliability in virtualized
data centers.
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