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Abstract—In this position paper, we propose our plans
to study energy efficiency and task scheduling schemes
using the experimental facilities to be developed under the
NSFCloud program. We outline the requirements of our
experiments and the needed functions from the experi-
mental facilities. To enable the study of fine granularity
task scheduling, resource allocation, and performance
monitoring, various virtualization technologies and flexible
configuration to allow VM migration are desired functions
from the experimental facilities. The access to experimental
facilities will enable the study and validation of data center
energy efficiency and resource management schemes.

I. INTRODUCTION

Cloud computing is a growing paradigm for its high
flexibility and scalability. The underlying structure sup-
porting cloud computing is large data centers dedicated
to housing a huge number of servers and providing them
with infrastructure, software and computing resources.
Energy consumed by these large-scale data centers con-
tributes to the total cost of ownership of a data center
as well as have impacts on environment. Our proposed
research will focus on improving data center energy
efficiency to ensure the sustainability and scalability of
data centers.

We have proven theoretically and through simulation
in our study that efficient task scheduling and finer
granularity can improve data center efficiency and reduce
energy consumption [1]–[4].

It is perceived that energy preservation is usually
achieved at the cost of performance. However, from our
previous research and simulated experiments, we found
that energy efficient schedulers can be implemented
to preserve energy with little impact on performance,
and further tradeoff can still be made between energy
and performance. A reconfigurable cloud experimental

environment is a very desirable environment to produce
more realistic results.

In our study, we used a simulator to compare our
proposed Most Efficient Server First (MESF) scheduler
with other schedulers to show the effectiveness of MESF
[1], [3], [4]. Different schedulers are used to assign the
same set of tasks to the same set of servers, and the pro-
duced schedule is used to calculate energy consumption
of these schedulers.

II. THE CHALLENGE

One of the challenging issues for evaluation of dif-
ferent approaches for data center scheduling and energy
analysis is the availability of real-world data for test and
validation. We experimented with a trace dataset pub-
lished by Google to study using virtual power consump-
tion to evaluate task scheduling and resource allocation
using real task requested and machine resource profile
extracted from this dataset [4]. We would like to use a
reconfigurable cloud experimental environment to verify
our previously simulated result and continue to design
and compare more energy aware schedulers.

III. THE REQUIREMENTS

The minimal requirements for us to deploy our exper-
iment is to (1) have access to a set of servers, (2) define
different types of workload based on distributions or real
world trace data, (3) use a customized scheduler to assign
the tasks in the generated workload to servers and (4)
collect energy consumption data from servers. It would
be ideal if dynamic power consumption of servers can be
monitored and accessed, which can be used to produce
accurate energy consumption measurements. However,
if server energy profile and execution time of tasks are
known, energy consumption of servers can be estimated
as well. Besides energy consumption, we also wish to



understand how performance of schedulers would be
affected if their energy awareness is raised, so resource
utilization monitoring is desired.

Further requirements may include virtualization of
servers. Hypervisors such as KVM and Xen are useful
tools for managing full machine virtualization [5] [6].
System level containers, such as LXC, are also alterna-
tives to hypervisors [7]. We would use the Libvirt library
for interacting with hypervisors and containers remotely
[8].

VM migration is critical for data center scheduler
and maintenance because it enables task consolidation,
which in turn gives chances to turn off servers. However,
VM migration is a complicated issue that involves VM
checkpointing, data transport and VM restoration. It has
an overhead that can not be ignored. In order to fully
understand efficiency of VM migration, delays on all
three of these stages have to be monitored. We would
use the Chameleon cloud to study VM migration, the
overhead reduction and timing efficiency.
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